
Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=pcgn20

Cognitive Neuropsychology

ISSN: 0264-3294 (Print) 1464-0627 (Online) Journal homepage: https://www.tandfonline.com/loi/pcgn20

The dual origin of semantic errors in access deficit:
activation vs. inhibition deficit

Nazbanou Nozari

To cite this article: Nazbanou Nozari (2019): The dual origin of semantic errors in access deficit:
activation vs. inhibition deficit, Cognitive Neuropsychology, DOI: 10.1080/02643294.2019.1587397

To link to this article:  https://doi.org/10.1080/02643294.2019.1587397

Published online: 08 Mar 2019.

Submit your article to this journal 

View Crossmark data

https://www.tandfonline.com/action/journalInformation?journalCode=pcgn20
https://www.tandfonline.com/loi/pcgn20
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/02643294.2019.1587397
https://doi.org/10.1080/02643294.2019.1587397
https://www.tandfonline.com/action/authorSubmission?journalCode=pcgn20&show=instructions
https://www.tandfonline.com/action/authorSubmission?journalCode=pcgn20&show=instructions
http://crossmark.crossref.org/dialog/?doi=10.1080/02643294.2019.1587397&domain=pdf&date_stamp=2019-03-08
http://crossmark.crossref.org/dialog/?doi=10.1080/02643294.2019.1587397&domain=pdf&date_stamp=2019-03-08


The dual origin of semantic errors in access deficit: activation vs. inhibition deficit
Nazbanou Nozaria,b

aDepartment of Neurology, Johns Hopkins University, Baltimore, MD, USA; bDepartment of Cognitive Science, Johns Hopkins
University, Baltimore, MD, USA

ABSTRACT
According to most models of language production, to name a picture one must first map semantic
features onto lexical items. Even if both sets of representations are intact, problems in mapping
semantic to lexical representations can impair production. Individuals with this problem,
sometimes referred to as “access deficit”, often demonstrate evidence of preserved semantic
knowledge (e.g., good comprehension), increased rate of lexical (usually semantic) errors in
production, and inconsistent accuracy on naming the same picture on different occasions. In this
paper, I argue that access deficit can have two distinct etiologies. I will present a case of double
dissociation between two individuals with chronic post-stroke aphasia, one of whom shows a
profile compatible with impaired activation of the target lexical item from semantic features
(activation deficit), while the other shows a profile compatible with impaired inhibition of
competing lexical items (inhibition deficit). These results have three key implications: (a) they
provide support for the theoretical separation between activation and selection processes in
computational models of word production, (b) they point to the critical role of inhibitory control
in lexical selection, and (c) they invite a closer inspection of the origin of semantic errors in
individuals with access deficit in order to choose the best treatment option.
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Introduction

According tomost models of word production, once the
semantic features of an object are activated, the first
step of producing a word like CAT is mapping those fea-
tures (e.g., 4 legs, pet, furry, meows, etc.) onto the lexical
representation of cat (Dell, 1986; Levelt, Roelofs, &
Meyer, 1999; Rapp & Goldrick, 2000). This step itself is
considered to entail two phases: activation and selection.
During the activation phase, semantic features activate
not only the target word (cat) but also other words
that share semantic features with cat (e.g., cow, dog,
etc.; Figure 1). During the selection phase, only one of
the several activated lexical representations will be
selected for further processing. While activation and
selection are theoretically separable operations, it is
unclear how separable they are in an interactive
system such as language production (see Dell, Nozari,
& Oppenheim, 2014 for a review of production
models). In this paper, I present neuropsychological
data from two individuals with a similar profile of
lexical retrieval deficit, one of whom shows a selective
deficit in activating lexical items, and the other a selec-
tive deficit in inhibiting competitors during selection.

Lexical retrieval deficit in aphasia

Aphasia, or the impairment of language processing as
the result of brain damage, can manifest as a number
of distinct syndromes. For the purpose of this study, I
will focus on a specific type of aphasia marked by the
predominance of semantic errors during picture
naming. Two deficits have been linked to this profile
in the literature. The first deficit is the loss of semantic
concepts as in semantic dementia, which is marked by
a pervasive semantic deficit across both comprehen-
sion and production tasks, regardless of specific task
demands (e.g., Hodges & Patterson, 2007; Jefferies &
Lambon Ralph, 2006; Rogers, Patterson, Jefferies, &
Lambon Ralph, 2015). For example, once the individ-
ual has lost the concept of CAT, they would be
unable to recognize or name cat. Loss of semantic
knowledge can be probed using tasks that tap seman-
tic associations without requiring verbal knowledge.
For example, the individual may be asked to deter-
mine which of the two pictures (a cat or a dog)
would go better with the picture of a bone. Loss of
labels can be probed with word-to-picture matching
tasks which probe lexical knowledge, without
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requiring labels to be produced by the individual. A
typical test includes presenting an auditory word
(e.g., “cat”) together with a picture of the target (cat)
and some distractor pictures.

Individuals who perform well on both semantic and
lexical knowledge tasks but still have trouble produ-
cing the correct labels present the second type of
deficit, sometimes called access deficit (Warrington &
McCarthy, 1983) or semantic aphasia (e.g., Corbett,
Jefferies, Ehsan, & Lambon Ralph, 2009; Jefferies &
Lambon Ralph, 2006; Noonan, Jefferies), which mani-
fests as an increased rate of semantic errors, especially
under conditions of high competition, without the loss
of semantic concepts. Unlike individuals with semantic
dementia, those with semantic aphasia show more
variable performance and less sensitivity to the fre-
quency or familiarity of stimuli, as well as a marked
deterioration in performance when competitors are
highly activated, such as when words have multiple
meanings or a picture name is miscued (e.g., present-
ing a picture of a cat along with the onset /d/ for the
competitor dog; see Lambon Ralph, Jefferies, Patter-
son, & Rogers, 2017 for a review, and Hoffman, McClel-
land, & Lambon Ralph, 2018 for a computational
model).

In an excellent review of the empirical evidence and
theoretical accounts proposed for access deficits,
Mirman and Britt (2014) showed that no single theor-
etical account was able to explain all the empirical
findings surrounding access deficits. These authors
rightfully concluded that the problem was, at least in
part, due to the vague definition of access deficit. In
this paper, I focus on individuals who show a selective
increase in the rate of semantically-related errors in
picture naming, intact semantic and label knowledge,
intact auditory word repetition (i.e., preserved lexical-
phonological mapping; Nozari & Dell, 2013; Nozari,

Kittredge, Dell, & Schwartz, 2010), and no evidence
of apraxia or articulatory-motor problems. I thus
define “access deficit” literally, as a deficit of accessing
(intact) lexical representations from (intact) semantic
features (see Figure 1), for any reason. Using a psycho-
linguistic framework, I will focus the investigation on
disentangling the two processes involved in
mapping semantic to lexical representations, and will
argue that access deficit, as described above, can
itself take two forms: a deficit in activating lexical
items from semantic features (activation deficit), or a
deficit in inhibiting competitors (inhibition deficit).

Activating lexical items from semantic features is an
essential part of the process of lexical retrieval. The
importance of this process is highlighted in a class of
computational models of aphasia which have been
particularly successful in explaining the error patterns
in the affected individuals (e.g., Dell, Schwartz, Martin,
Saffran, & Gagnon, 1997a; Schwartz, Dell, Martin, Gahl,
& Sobel, 2006). In such models, the strength of the
connections that carry out this mapping is rep-
resented by one of the critical parameters in the
model, the parameter s (semantic; Figure 1). The
lower the s parameter, the weaker the transmission
of information from the semantic to the lexical layer
and its convergence on a single target, and thus the
larger the number of semantic (cat → dog), mixed
(cat → rat), and, in extreme forms, unrelated lexical
(cat → bed) errors (Schwartz et al., 2006). It is thus
compatible with the framework of these models that
generally low levels of activation (i.e., an activation
deficit) could be a primary cause of semantic errors.

At the same time, a lower s parameter also leads to
smaller differences in the activation levels of lexical
items (Nozari, Dell, & Schwartz, 2011). If the general
level of activation for all items is very low (i.e., so low
that an absolute selection threshold cannot be
reached), the problem will be indistinguishable from
activation deficit discussed above. It is, however, poss-
ible that despite the close activation levels of multiple
lexical items, the activation is high enough for individ-
ual items to pass the absolute selection threshold and
potentially be selected. In such a case, different the-
ories of selection make different predictions: Competi-
tive accounts of selection (e.g., Roelofs, 1992) propose
that the ensuing competition should delay production
until competition is clearly resolved in favor of one
representation. Resolving such competition may
depend on inhibitory control. Non-competitive

Figure 1. A schematic of the mapping of semantic features to
lexical representations (words) for the target CAT. Darker
circles represent higher activation, which is proportional to the
number of features which send activation to the lexical represen-
tation. The dotted line represents an inactive connection.
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selection accounts (e.g., Mahon, Costa, Peterson,
Vargas, & Caramazza, 2007; Navarrete, Del Prato, &
Mahon, 2012; Navarrete, Del Prato, Peressotti, &
Mahon, 2014), on the other hand, do not view close
levels of activation among competitors as an obstacle
to selection; the first word that reaches an absolute
threshold is selected. It is thus an empirical question
whether inhibition of competing responses is a critical
part of lexical selection, and whether a failure of apply-
ing such control (i.e., an inhibition deficit) could also
cause semantic errors, although reports of poor per-
formance by individuals with semantic aphasia in
the presence of strong competitors strongly suggests
this possibility (e.g., Corbett et al., 2009; Jefferies &
Lambon Ralph, 2006; Noonan, Jefferies, Corbett, &
Lambon Ralph, 2010).

The current study

The current study compares the performance of two
individuals with a similar profile of good semantic
comprehension and a predominance of semantically-
related errors in picture naming. Despite this similarity,
however, the naming pattern differed between the
two: one individual showed long response latencies
and mostly single responses on the majority of trials,
raising the possibility that she had difficulty activating
any lexical representations. The other individual pro-
duced several responses in quick succession, poten-
tially hinting at a problem in inhibiting the already-
activated competitors. This paper tests three predic-
tions to dissociate these two deficits.

Prediction 1
The individual with activation deficit should have
difficulty in maintaining the activation of lexical
items and their connection to their semantic features,
while the individual with inhibition deficit should not
demonstrate such a problem.

Prediction 2
The individual with inhibition deficit should be selec-
tively impaired in conditions that increase the acti-
vation of the competitor. Specifically, he should be
prone to the selection of the competitor as the
response in these conditions. Since the individual
with activation deficit is still capable of suppressing
the competitor, her performance should not suffer
under such circumstances. If she fails to produce the

correct word, she should be more likely to produce
no response (an omission) than to produce the
competitor.

Prediction 3
Related to both of the previous predictions, opposite
effects of increased semantic similarity are expected
in the two individuals. The individual with activation
deficit should benefit from the overall increase in the
activation of items in the lexical semantic space pro-
vided by semantic similarity.1 The performance of
the individual with inhibition deficit, on the other
hand, should suffer from increased activation of
semantic competitors.

Lexical perseverations
In addition to testing the three predictions described
above, I will examine lexical perseverations in the
two participants. A perseveration is the inappropriate
intrusion of a previously produced response on the
current trial, and is a common feature of immature
or damaged production systems (Ackerman & Ellis,
2007; Dell, Burger, & Svec, 1997b; Fischer-Baum,
McCloskey, & Rapp, 2010; Martin & Dell, 2007; McClos-
key, Macaruso, & Rapp, 2006; Moses, Sheard, & Nickels,
2007). Two general mechanisms have been proposed
for perseveratory errors: the failure-to-activate account
(Cohen & Dehaene, 1998; Dell et al., 1997b) posits that
when the current target fails to gain enough acti-
vation, the residual activation of a previously pro-
duced response may be enough for its selection in
lieu of the current target. The failure-to-inhibit
account hinges on the malfunction of a hypothesized
inhibitory process that suppresses the activation of an
item once it has been produced (e.g., Houghton, Glass-
pool, & Shallice, 1994; MacKay, 1986).

One study has directly assessed the contribution of
these two types of deficit to perseverations, albeit for
letter (as opposed to lexical) perseverations. In a
sample of 12 individuals with dysgraphia, Fischer-
Baum and Rapp (2012) found clear support for the
failure-to-activate account, with a likely contribution
of a failure-to-inhibit deficit in one participant. For
example, all participants in their sample who had
both lexical and sublexical impairment—which pre-
vents the activation of the target through either
route, resulting in an activation deficit—showed
above-chance rates of perseveration errors (see
Fischer-Baum & Rapp, 2012 for additional details on
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the relationship between error types and route impair-
ment). But an activation deficit alone does not predict
perseverations on a task such as direct copy transcod-
ing, in which participants simply copy a written word
that is in front of them, since in this task graphemes
can be activated via other routes that bypass the
damaged lexical and sublexical routes. The authors
found one individual who perseverated at above
chance rates on this task, pointing to a potential inhi-
bition deficit.

The study sample, however, was selected specifi-
cally to contain individuals with a definite activation
deficit (i.e., damage to both lexical and sublexical
routes). It thus remains an open question whether
the failure-to-inhibit deficit alone can result in perse-
verations, and whether both mechanisms can also
lead to lexical (as opposed to letter) perseverations.
Since the failure-to-activate and failure-to-inhibit
mechanisms closely mirror what is described in this
paper as activation deficit and inhibition deficit, these
questions can be answered by studying the pattern
of lexical perseverations in the two participants.

Methods

Participants

XR is a 56 year old female with a high school edu-
cation. She was premorbidly left-handed and had a
right hemisphere stroke 22 years before the study.
QD is a 65 year old male, also with a high school edu-
cation. He was right-handed before he had a left-
hemisphere stroke 12 years prior to the study. Appen-
dix A contains multi-view images from structural MRI
scans that show the extent of damage to the left
and right hemisphere in QD and XR, respectively. QD
had pervasive damage to the frontal and parietal
lobes with some extension to the superior temporal

gyrus. In comparison, XR had relatively preserved
anterior and ventrolateral (but significantly damaged
dorsolateral) prefrontal cortex. Parietal damage was
present but was less severe than QD. Her lesion also
showed some extension to the superior temporal
gyrus together with severe undercutting of the
white matter connecting frontal and temporal lobes.
Both participants presented with word-finding
difficulty and production of short nonfluent utterances
that were often missing function words. Both had
been in group therapy for enhancing speech and life
skills for over five years at the Snyder Center for
Aphasia Life Enhancement (SCALE; https://www.
leagueforpeople.org/scale) from where they were
recruited.

In addition, 12 neurotypical native speakers of
English (six females;Mage = 61.67, SD = 7.01 years) par-
ticipated as controls. All participants were consented
under an IRB protocol approved by Johns Hopkins
University and received monetary compensation for
their participation.

Background language tests
The two participants were chosen because of the simi-
larity in their language profiles. Table 1 summarizes
the results of their background language tests. Both
had near-intact semantic and auditory-lexical compre-
hension. The first task probed semantic knowledge
(without words): they had to pick whichever one of
the three pictures best matched a target picture.
Half of the trials probed taxonomic (e.g., banana-pine-
apple) and the other half thematic relationships (e.g.,
hair-comb). In both conditions, the foils were neither
thematically nor taxonomically related to the target.
Out of 28 trials, 39 control subjects had a mean
score of 27.74 (SD = 0.88), and both participants
scored 27. The next task was a word-to-picture

Table 1. Scores of the background language tests for the two participants.
Similarities in language profiles Differences in language profiles

Sem
comp (28)

PNT
comp (175)

PRT
(175) PNT (175)

Large naming
set (444 × 2)

PNT RTs (ms)
(100 correct)

Multiple-response trials (out of sem-related
errors in the large naming set)

XR 27 173 172 154 correct; 79%
sem-related

63% correct; 85%
sem-related

2064 (SE = 142) 28 (14%) out of 198

QD 27 174 171 134 correct; 82%
sem-related

50% correct; 84%
sem-related

1658 (SE = 128) 57 (28%) out of 201

The numbers in the parentheses next to the tests show the total number of items. The first five columns show the similarities in XR and QD’s profiles. The last two
columns show the differences. Percentages of semantically-related errors were calculated as the proportion of semantic (e.g., cat → dog) + mixed (cat → rat)
errors over all commission errors. See Appendix B for the coding scheme, as well as the breakdown of error types for the 1st and 2nd encounter with items in the
large naming test. Comp = Comprehension; PNT = Philadelphia Naming Test; PRT = Philadelphia Repetition Test; RT = Response times (latencies); Sem =
semantic. XR has a hypothesized activation deficit, while QD has a hypothesized inhibition deficit.
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matching task, probing auditory word comprehen-
sion. Participants matched each of the 175 labels for
pictures in the Philadelphia Naming Task (PNT;
Roach, Schwartz, Martin, Grewal, & Brecher, 1996) to
the target picture in the presence of two distractors
that were unrelated to the target. Both participants’
scores were near perfect on this task. In addition to
good comprehension, they also showed high accuracy
on auditory repetition of PNT words, showing intact
lexical-to-phonological mapping (e.g., Nozari et al.,
2010; Nozari & Dell, 2013).

Both, however, were visibly impaired in picture
naming on the PNT, with QD showing an overall
lower accuracy than XR (Table 1). Importantly, both
had a predominantly semantic error profile. Despite
this similarity, however, analysis of response latencies
for the first 100 correctly-named PNT trials showed
that XR was significantly slower than QD (see Table 1,
PNT RTs; Mann Whitney U test’s Z = 4.32, p < .001).

Large-set picture naming
To confirm the dominance of semantic errors, and to
show the variability in performance typical of access
deficits, we tested XR and QD on naming 444 pictures
(colored photographs from public image repositories)
administered on two separate occasions (a total of 888
trials/participant). These lists were designed such that
items from the same semantic category (e.g., vehicles,
fruits, clothing items, birds, insects, etc.) were at least
12 items apart to reduce the chance of semantic
blocking (Schnur, 2014). Participants were given 20 s
to respond unless they indicated that they were
done with the trial. No feedback was provided on
the responses, except encouraging them to produce
a single word in cases where they were producing
descriptions of items, or providing general encourage-
ment when they expressed frustration regarding their
performance, which is not unusual in this population.
Because of the much greater diversity in the pictures
in terms of lexical frequency, age of acquisition,
name agreement, and length, the overall accuracy
was lower compared to the PNT, but, as seen in
Table 1, the relative accuracy, as well as the domi-
nance of semantically-related errors, was preserved
in the two participants. Both participants showed
some awareness of their errors by expressing dissatis-
faction with some of their incorrect responses,
although this awareness was only partial, as some
errors remained undetected. Item-level consistency

(whether the same itemwas named accurately or inac-
curately on both naming occasions) was measured by
Cronbach’s alpha, which was 0.69 for XR and 0.66 for
QD, showing that neither participant demonstrated
highly consistent performance at the item level.
Despite these similarities, one difference was striking
in the pattern of responses when a semantically-
related error was made: QD produced multiple seman-
tically-related responses (e.g., “orange”, “peach”, “no,
apple”, for the target “watermelon”) on many more
trials than XR (57 vs. 28; Fisher’s exact test; p = .006).

In summary, both participants had preserved com-
prehension and auditory word repetition abilities and
a predominantly semantic error profile in picture
naming. However, XR had a tendency to respond
slowly with single words, while QD responded more
quickly and more often with multiple semantically-
related words.

Experimental tasks testing the three predictions

Four tasks—a modified version of the Category Probe
task (Freedman & Martin, 2001), the Simon task
(Hommel, Proctor, & Vu, 2004), the Miscueing task
(Noonan et al., 2010) and the Word-pair Stroop task
(Nozari, Freund, Breining, Rapp, & Gordon, 2016)—
were used to test the predictions of the activation
vs. inhibition deficit accounts. The relevance of
Simon, Miscueing, and Stroop tasks for testing inhibi-
tory control abilities is clear from the literature. The
original Category Probe task, however, has been
used as a test of working memory, and it may not
be immediately clear why it is appropriate for testing
the activation deficit hypothesis. The logic is as
follows: Successful performance in this task requires
that participants keep the list items and their connec-
tions to their semantic categories activated in working
memory. Importantly, it is not critical whether the
exact item is remembered or not; what is critical is
that the activation of a given item reinforces the rel-
evant semantic category, and vice versa. In Baddeley
and Hitch’s (1974) terms, this requires “verbal rehear-
sal”, i.e., continuous mapping of semantic features to
lexical items in inner speech. This mapping is expected
to be deficient in activation deficit, but preserved in
inhibition deficit.

Theoretically speaking, it is also possible to com-
plete the Category Probe task using an alternative
strategy: upon hearing each item, participants could
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convert that item to a label for a semantic category
and then rehearse that label. This is unlikely for two
reasons: (a) because the items are presented in 1 s
intervals which leaves too little time for inferential pro-
cessing, especially in individuals with brain damage,
and (b) there are many possible categories in the
experiments, and participants are not told in
advance what they are. Thus, upon hearing an item
such as “pigeon”, it may not be immediately obvious
which category label is most relevant here, birds or
animals? But when the probe “sparrow” is heard, it
becomes obvious that two birds have been men-
tioned. It is thus much less likely that what is being
memorized is inferred category labels detached from
the lexical items. This, in turn, strengthens the assump-
tion that the task relies on keeping the semantic-
lexical mapping loop activated.

For two reasons, this task also does not require
much inhibitory control. First, remembering the
specific lexical item does not matter for generating
the correct response. For example, if the item “cat” is
presented, it activates the general category of
animals, with higher activation of features that corre-
spond to the categories of mammals and pets. If
these features then also activate “dog”, the compe-
tition between “dog” and “cat” is irrelevant to the per-
formance in this task, as both items still contribute to
the activation of the same relevant semantic cat-
egories. Second, opportunities for interference have
been intentionally minimized by avoiding the rep-
etition of any items across trials in the adapted
version used in this experiment. Although the original
Category Probe task did not show a reliable corre-
lation with executive control tasks (Allen, Martin, &
Martin, 2012), other studies have found parallel
impairment in performance on inhibitory control and
short term memory tasks (e.g., Hamilton & Martin,
2005). The source of impaired performance in such
memory tasks is often interference from a previous
trial, i.e., an item from trial t-1 that is relevant to the
answer on trial t, could be mistakenly remembered
as having been presented on trial t. Such interference
is induced by repeating combinations of items from a
small set (e.g., triplets of letter from a total set of 16
letters), which keeps each item highly activated and
thus requires good inhibitory control for teasing
apart relevant and irrelevant presentations of the
same item. By modifying the Category Probe task
not to include any item repetition, the problem of

interference is significantly reduced. Therefore, acti-
vation deficit, but not inhibition deficit, should lead to
significantly lower than normal scores on the
Modified Category Probe task (prediction 1).

Since the details of the tasks are necessary for inter-
preting the results, I will present each task before dis-
cussing the results from that task in the Results
section.

Evaluating lexical perseveration

Lexical perseverations were examined in the large-set
naming task. First, all lexical substitutions (semantic
errors, mixed errors, and unrelated lexical errors)
were identified for each participant. Next, the
number of lexical perseveration errors (i.e., a repetition
of a response that had been produced previously in
the same session) was counted. Note, however, that
a lexical perseveration may arise due to the
influence of a prior production (which I call true perse-
veration), or simply by chance, when the same
response happens to be produced on multiple trials
independently of one another. If the latter is the
case, then the order of the responses should be
arbitrary. In other words, the responses prior to a
given lexical substitution should represent a
random sample drawn without replacement from
the set of responses produced in the session. This
probability follows a hypergeometric distribution
X with a probability mass function given by

p(X = k) =
K
k

( )
N − K
n− k

( )

N
n

( ) ; if x is the response pro-

duced on the current trial, K is the total number of x
responses produced in the session excluding the
current trial, k is the number of x responses on pre-
vious trials, N is the total number of responses pro-
duced in the session excluding the current trial, n is

the number of previous trials, and
a
b

( )
is the bino-

mial coefficient, calculated as
a!

b!(a− b)!
. Thus, the

probability that preceding responses contain at least
one instance of x by chance, i.e., p(X > 0), can be calcu-
lated as 1 − p(X = 0). Here is an example of how the
probability of observing a perseveration by chance is
calculated for a given trial, trial 59, with the response
“desk” for the target “table”, when “desk” has also
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been produced on two other occasions, once for the
target “desk” and once for the target “dresser”, in a
session containing a list of 123 items. The probability
of at least one of these two other responses appearing
before trial 59 by chance is calculated as

1−
2
0

( )
120
58

( )

122
58

( ) = 0.73.

Note that the above probability depends critically
on the values of K and n. The greater the number of
times a particular response has been produced in the
session, the higher the probability that it would be
observed as a lexical perseveration by chance. For
instance, if the response set used in the above
example contained three—instead of two—instances
of “desk” aside from the current trial, the chance of
observing a lexical perseveration by chance would
have increased from 0.73–0.86. Similarly, the greater
the number of the preceding trials, the higher the
chance that one of them would be randomly
repeated and observed as a lexical perseveration.
For instance, the chance of observing a lexical perse-
veration by chance increases from 0.73 on trial 59–
0.96 on trial 99.

The probability of perseveration due to chance can
thus be calculated, as described above, for each lexical
substitution in each session. The result is a vector of
probabilities with a Poisson binomial distribution,
which is similar to a binomial distribution but with a
different chance of success in each trial. Using this dis-
tribution, one can then determine whether the
observed number of lexical perseverations (i.e.,
lexical substitutions with at least one identical
response preceding them) is statistically different
from chance.

Procedures

All but two control participants completed all the
tasks in the same order. These two control partici-
pants were tested on an older version of the Cat-
egory Probe task which contained words (e.g.,
flower names) unfamiliar to the average male partici-
pant in the Baltimore area, and also many repetitions
of the same word, potentially creating retroactive
interference. The task was amended to avoid these
problems for the next 10 control participants, as
well as XR and QD. Control participants were tested

in two sessions. XR and QD were tested in a total
of seven and eight 1–1.5 h sessions, respectively,
including the large-set naming test (but excluding
background language tests which had been collected
previously). The difference in the number of sessions
was due to the breakdown of the large naming set:
QD requested more breaks, hence the additional
session. Each picture in the large naming set was pre-
sented for 20 s or until the participant produced a
response. Once all items had been administered
once, the whole set was administered a second
time in a different order.

The data from two of the four administrations of the
Word-pair Stroop were collected along with the
naming tests. XR and QD and all control participants
completed the rest of the experimental tests over
two sessions. The first session included Miscueing
(part I), Modified Category Probe, and the third admin-
istration of the Word-pair Stroop task. The second
session included the fourth administration of the
Word-pair Stroop task, followed by the Simon task,
and Miscueing (part II). Simon and Word-pair Stroop
tasks were presented in the E-Prime 2.0 software (Psy-
chology Software Tools, Pittsburg, PA). Miscueing was
presented in PowerPoint. The Modified Category
Probe task was administered by a research assistant
who was a native speaker of English and was super-
vised by the author. Button-press responses were col-
lected using two buttons on the keyboard (all
participants used the index and middle fingers of
their non-dominant hands). Verbal responses were
recorded digitally for offline transcription.

Results

Verbal responses were transcribed and coded by a
native English speaker blind to the hypotheses of the
study and were double-checked by the author. Details
of the coding system are available in Appendix B. The
first response was used in all codings, even if the partici-
pant later changed it. RTs were hand-coded based on
visual inspection of the acoustic wave in Praat, version
6.0.43 (Boersma & Weenink, 2018, http://www.praat.
org/). Where RT analyses are reported, error trials are
excluded from the analyses. Unless stated otherwise,
statistical analyses were performed using techniques
advocated by Crawford, Garthwaite, and Porter (2010)
which correct for small control samples. Table 2 sum-
marizes the results of the experimental tests.
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Modified Category Probe task (testing prediction 1)
This task was loosely adapted from Freedman and
Martin (2001), but with new materials (in order to
avoid using words that may be unfamiliar to individ-
uals of a specific gender, e.g., low-frequency flower
names), no repetition, and fully counterbalanced
lists such that the answer appeared equally often
in every position in each list. The examiner read a
list of words (1/second) followed by a probe word.
The list grew from 1 to 6 words and participants
indicated whether the probe (e.g., “monkey”)
belonged to the same semantic category as any of
the words in the list (e.g., “train, cherry, zebra,
shoe, bed” for a 5-item list; correct answer = “yes”).
Accuracy of 75% or higher was required to move
on to the next level, i.e., a longer list. Scores are
reported as the number of items in the longest list
in which the criterion was met, followed by the pro-
portion of correct items in the next list as a decimal.
For example, a score of 4.6 indicates that the partici-
pant completed more than 75% of trials correctly in
a 4-item list and correctly responded to 60% of
items in the 5-item list. For reasons explained in
the earlier sections, activation deficit, but not inhi-
bition deficit, is expected to lead to significantly

lower than normal scores on the Modified Category
Probe task (prediction 1).

Results of the Modified Category Probe task
Control participants’ performance was above chance
on lists containing at least 4 items and above (range
= 4.6–6). XR was only able to pass the criterion (75%
accurate) on lists with up to 2 items. QD, on the
other hand, successfully passed the criterion for lists
of up to 4 items, and correctly responded to 60% of
the items in the 5-item list. QD’s score was not signifi-
cantly different from that of the control group, but
XR’s was significantly below the group mean, compa-
tible with an activation deficit.

Simon task (testing prediction 2)
This was a classic Simon task (Hommel et al., 2004)
which required participants to press the button (red
or blue) that matched the color of a square on the
screen. On the congruent trials (N = 40), the square
appeared on the same side of the screen as the
button. On the incongruent trials (N = 40), it appeared
on the opposite side. The response deadline was 1 s,
with a fixed inter-trial interval of 1550 ms. Markedly
impaired performance in the incongruent condition

Table 2. Scores on the experimental tests for XR, QD, and control participants.
Score per condition Critical score p value Effect size (95% CI)

Modified Category Probe
XR NA 2.5 < .001* −5.60(−8.20 to −2.98)
QD NA 4.6 .10 −1.91(−2.96 to −0.83)
Controls mean ± SD NA 5.69 ± 0.57
Simon (Error) C I Simon Effect
XR 0 5 5 .23 1.33 (0.52–2.1)
QD 1 6 5 .23 1.33 (0.52–2.1)
Controls mean ± SD 1 ± 1.96 2.92 ± 3.43 1.75 ± 2.45
Simon Effect (RT) C I Simon Effect
XR 630 697 67 .87 −0.17 (−0.73–0.41)
QD 587 758 171 .01* 3.25 (1.78–4.68)
Controls mean ± SD 488 ± 67 560 ± 70 72 ± 31
Miscueing (Error) Cue Miscue % Miscue error
XR 4 8 25% of errors; 10% of miscue trials NAb NA
QD 2 13 100% of errors; 65% of miscue trials NAb NA
Controls mean ± SD 0 ± 0 0 ± 0 0 ± 0
Word Pair Stroop (Error)a: Unrelated Straight naming Reversed naming Word-pair Stroop effect
XR 3% 26% 23% < .001* 5.51 (3.17–7.84)
QD 5% 35% 30% < .001* 7.41 (4.30–10.50)
Controls mean ± SD 1%±1% 4%±4% 3%±4%
Word Pair Stroop (Error)a: Semantic Straight naming Reversed naming Word-pair Stroop effect
XR 2% 8% 6% .17 1.52 (0.66–2.34)
QD 2% 55% 53% < .001* 16.68 (9.80–23.55)
Controls mean ± SD 0 ± 0 1%±3% 1%±3%

Scores in each condition are reported along with the critical score which is most relevant to the prediction tested by each task. Reported p values, as well as point
estimate and 95% CI for effect sizes, reflect differences between XR or QD’s score and the control critical scores, and have been calculated using Crawford et al.’s
(2010) proposed statistical methods. Results of direct comparisons between XR and QD, when appropriate, are reported in the text. C = Congruent, I = Incon-
gruent. Asterisk (*) indicates a difference from controls’ score that is statistically significant at α = .05.

aPercentages—instead of error counts—are reported for Word-pair Stroop, because of the different number of trials completed by different participants (see
text).

bNo statistics are reported for comparisons between XR and QD and control participants because the SD of the control sample was 0 (no errors).
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—which requires suppression of the same-side
response—is a hallmark of a general disorder of inhibi-
tory control, and could thus be expected in inhibition
deficit, if such a deficit encompasses language-
specific inhibitory control. Activation deficit, on the
other hand, should not cause impaired performance
on the Simon task.

Results of the Simon task
XR and QD showed a Simon effect (Incongruent −
Congruent) in error rates comparable to each other
and not significantly different from control partici-
pants (Table 2). Figure 2 shows the RTs. The Simon
effect in RTs was significantly larger than controls for
QD, but not for XR (Table 2). The performances of
the two participants were compared directly against
each other in a multi-level regression model with the
random effect of trials, in which “Subject” was
treated as a fixed effect, along with Condition (Con-
gruent vs. Incongruent) and the interaction between
the two. In addition to a main effect of congruency
(t = 10.4, p < .001), the Subject by Condition inter-
action term was statistically significant (t =−4.61,
p < .001). Post-hoc tests showed that XR was signifi-
cantly slower than QD in the Congruent (t = 3.17,
p = .002), but significantly faster than him in the Incon-
gruent condition (t =−3.53, p < .001). These results
show QD’s selective impairment in the Incongruent
condition, compatible with an inhibition deficit.

Miscueing task (also testing prediction 2)
Adapted from Noonan et al. (2010), this task com-
prised the presentation of 20 pictures (each for 10 s
or until a response was produced), once with a cue
(the correct onset, presented both visually and

auditorily) and once with a miscue (the onset of a
strong competitor, e.g., a picture of a tiger presented
with “L” for “lion”). The test was administered in two
sessions, each with 10 cue and 10 miscue trials, such
that no picture was repeated within the session.
Cues should help in both activation deficit and inhi-
bition deficit. However, the individual with inhibition
deficit should be much more susceptible to producing
the competitor in the miscue condition, while the indi-
vidual with activation deficit should show more omis-
sions than the production of the competitor
(because she can inhibit the competing response
even if it is activated by the miscue).

Results of the Miscueing task
Average baseline naming accuracy for the items in the
Miscueing task, assessed by the large-set naming task,
was 70% and 68% for XR and QD respectively. As
expected, good cues helped: in the cue condition
their accuracy increased to 80% and 90%. In the
Miscue condition, XR made 8 errors (60% accuracy)
and QD 13 errors (35% accuracy). The non-parametric
(Fischer’s exact test) was used to analyze these data.
The overall number of errors in the cue vs. miscue con-
ditions did not differ between the two participants
(p = 0.36). However, the pattern of errors in the
Miscue condition was different (Figure 3). Of XR’s
errors, only 25% were miscue errors (i.e., errors
where she named the cued competitor). The rest
were omissions, with the exception of one semanti-
cally-related error that was unrelated to the cue. In
contrast, all of QD’s errors in the miscue condition
were the miscued competitor, in keeping with an inhi-
bition deficit. Fischer’s exact test showed that the dis-
tribution of error types was significantly different
between XR and QD (p < .001).

Word-pair Stroop (testing prediction 3)
Adapted from Nozari et al. (2016), this task presents
blocks containing two pictures. In the first block (16
trials) participants view one of the two pictures on
each trial in pseudo-random order (no more than 3
repetitions in a row) and name it with a deadline of
3 s and an inter-trial interval of 2 s. This creates a situ-
ation similar to blocked cyclic naming but with only
two items. In the second block (16 trials), they learn
to reverse the names of the two pictures, e.g., say
“pig” when they see a picture of a car, and say “car”
when they see a picture of a pig. Since viewing the

Figure 2. RTs (±SE) for XR and QD in Congruent and Incongruent
conditions in the Simon task.
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picture of a car naturally elicits the response “car”, the
reversed blocks create a Stroop-like situation, where
the natural prepotent response must be suppressed
in order for the instructed response (i.e., the name of
the other object in the block) to be produced.

Two sets of materials were used over different ses-
sions. Since performance on naming tasks is known to
be variable in individuals with access deficits, in order
to obtain more stable estimates, XR and QD completed
two sessions with each set for a total of four sessions.
On the other hand, performance is much more stable
in neurotypical controls, so they only completed two
sessions, each with a new set of materials. Each
session included two conditions: unrelated (cat/pen,
pig/car) and semantically-related (cat/dog, pig/fox),
administered in counterbalanced order. Each condition
contained the two straight and reversed blocks as
described above. Each block was preceded by 4 practice
trials, which were repeated if necessary until it was clear
that the participant was comfortable with the picture
names and was following the task instructions.

Both participants are expected to show poorer per-
formance in the reversed than the straight condition
for different reasons: the removal of the to-be-named
picture makes activating the correct lexical item more
difficult in activation deficit; likewise, the replacement
of the target picture with the competitor picture over-
activates the competitor, which is hard to inhibit in inhi-
bition deficit. However, the two deficits make the
opposite predictions regarding the effect of similarity.
The individual with activation deficit may benefit from
the extra activation in the lexical semantic space pro-
vided by the semantic competitor in the block. This is
because in such a deficit lexical items do not have
enough activation to reach a minimum threshold for

selection. Additional activation provided by a semanti-
cally-related item could give the target a better chance
of passing that threshold. There is always a chance that
the competitor’s activation reaches the threshold first
by mistake, but in such cases the intact inhibitory
control can prevent it from slipping out. Thus the net
effect of semantic similarity in activation deficit can be
expected to be facilitation. On the other hand, the per-
formance of the individual with inhibition deficit should
deteriorate as a result of increased activation of the
semantic competitor2, as the problem is not reaching
a minimum threshold of activation, but keeping the
competitors from being produced instead of the
target. The more activated these competitors, the
higher their chance of passing the threshold before
the target.

Results of the word-pair Stroop
Error rates in the unrelated and semantically-related
conditions for all participants are reported in Table 2.
Not surprisingly, both XR and QD made significantly
more errors than controls in both straight (XR: p
=.006, effect size = 3.50, 95% CI [1.94, 5.03]; QD: p
<.001, effect size = 4.83, 95% CI [2.76, 6.89]) and
reversed (XR: p =.002; effect size = 4.23, 95% CI [2.39,
6.05]; QD: p < .001, effect size = 12.09, 95% CI [7.08,
17.08]) conditions. However, the pattern of errors
was different between the two participants (Figure 4).

While both XR and QD had larger Stroop effect sizes
than controls in the unrelated condition, only QD had a
significantly larger effect size than controls in the
semantic condition (Table 2). The performance of the
two participants were compared directly against each
other using Fisher’s exact test, which revealed a signifi-
cant difference in the Stroop effect in error rates for

Figure 3. Proportion of miscue errors vs. other error types in all error trials in the miscue condition in XR and QD. The total number of
errors in this condition is 8 for XR and 13 for QD.
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semantic and unrelated conditions between XR and QD
(p =.003). Finally, the dissociation in performancewithin
each participant in the unrelated and semantic con-
ditions was investigated using the Bayesian inferential
methods for the difference between a case’s scores
on two tasks against a control sample (Crawford et al.,
2010). This dissociation was reliable both in XR (p
= .001; effect size = 5.00, 95% Credible Interval [2.41,
8.09]) and QD (p = .001; effect size =−11.59, 95% Cred-
ible Interval [−20.27, −4.19]). Together, these results
showed opposite effects of semantic relatedness on
XR’s and QD’s performance: XR’s performance
improved, while QD’s performance deteriorated as a
result of semantic similarity during reversed naming.

Lexical perseverations
Perseveration errors were examined in the large
naming set. XR and QD completed the 888 trials in

five and six sessions, respectively, and produced 212
and 209 lexical substitutions (semantic, mixed, and
unrelated lexical errors), of which 42 (20%) and 59
(29%) were coded as lexical perseverations. Figure 5
shows the probability density of perseveration errors
over different lags for the two participants, the
general shape of which complies with prior reports
of lexical perseveration: a peak at a lag > 1 followed
by a monotonic decrease in the probability of perse-
veration in later lags (Hsiao, Schwartz, Schnur, & Dell,
2009). Interestingly, instead of repeating the most
recent response(s), e.g., a peak at lag 2, the peak was
close to the average distance between two semanti-
cally-related items in the list (M = 20.86), showing an
increased rate of perseverations selectively for seman-
tically-related responses. To determine whether
observed perseveration errors occurred at a rate
above chance, the procedure described in the

Figure 4. Stroop effects in errors (errors in reversed naming − errors in straight naming) for XR, QD, and controls (±SD) in the unrelated
and semantically-related conditions in the word-Stoop task.

Figure 5. The probability density of lexical perseveration by lag for QD and XR. The vertical line (lag 21) represents the average lag
between two semantically-related items, calculated as the distance between each item and the next item from the same semantic
category, averaged over all items. This lag coincides with the peak in the probability of producing a lexical perseveration in both
participants.
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Methods section was used. The observed persevera-
tion rates were then compared against the Poisson
binomial distribution of chance using the R package
poisbinom version 1.0.1 (Olivella & Shiraito, 2017).
This analysis returned a p value of p = .003 for XR
and p = .064 for QD.

Discussion

The study aimed to determine whether the process of
mapping semantic features to lexical items has two
dissociable components, activation and selection,
which could be selectively impaired. Although the
concepts of activation and selection appear in virtually
all models of language production (e.g., Dell, 1986;
Levelt et al., 1999; Rapp & Goldrick, 2000; Roelofs,
1992), recent neural evidence has called into question
the separability of these two processes (Riès et al.,
2017). To make matters more complicated, while the
dynamics of the activation process have been
studied extensively (e.g., Dell et al., 1997a), the mech-
anisms for selection are not well understood. Impor-
tantly, it is unclear whether the activation of
competing lexical representations slows down target
selection (competitive selection; e.g., Roelofs, 1992),
has no effect on the speed of target selection (e.g.,
Mahon et al., 2007; Navarrete et al., 2014), or
depends on a selection criterion that changes
flexibly based on task goals and the state of the pro-
duction system (Nozari & Hepner, 2018).

The current results suggest that the dissociation
between activation and selection processes is real
(see also Piai, Roelofs, Jensen, Schoffelen, & Bonne-
fond, 2014 for different electrophysiological signa-
tures of activation and selection). Moreover, these
processes can be selectively impaired in aphasia.
Table 3 provides a summary of the findings of the
study. The language profiles of XR and QD were

indistinguishable on paper (see the first five columns
of Table 1). However, XR (activation deficit) produced
single-word responses in picture naming with long
delays, compatible with slow spreading of activation
and difficulty for any item to reach a selection
threshold, while QD’s (inhibition deficit) production
was significantly faster and contained many more
multiple-response trials, in keeping with quick spread-
ing of activation pushing multiple items over the
threshold without sufficient control over selection.
When the task required sustained activation of
lexical items and their links to their semantic cat-
egories (the Modified Category Probe task), XR’s per-
formance was significantly impaired. Since the task
required no inhibitory control, however (i.e., any
response in the same semantic category as the
probe was acceptable), QD showed no significant
impairment on this task. On the other hand, when
the task required the selection of a single response
among activated competitors, QD’s performance was
visibly poorer than XR and neurotypical control partici-
pants. He often failed to suppress the production of
the miscued competitor, performed more poorly in
the incongruent condition of the Simon task, and
had great trouble reversing words in the semanti-
cally-related condition. While these results do not
imply that activation and inhibition deficits cannot
coexist, they suggest that the two deficits—and the
activation and selection processes that are impaired
in these deficits, respectively—can be distinguished.
In other words, an “access deficit” could be an acti-
vation deficit, an inhibition deficit, or a combination of
the two. In the rest of the discussion, I will discuss
several ramifications of these results.

How separable are activation and selection
processes?

The data I presented in this paper argued for a poten-
tial dissociation between activation and selection pro-
cesses in word production. At first glance, this finding
may seem at odds with recent electrocorticography
data that have suggested a large spatiotemporal
overlap of activation and selection (Riès et al., 2017).
But that would only be the case if activation and selec-
tion are assumed to be strictly serial processes in a
modular system. Production models that allow for cas-
cading and interactivity between the layers of rep-
resentations (e.g., Dell, 1986; Rapp & Goldrick, 2000)

Table 3. Summary of findings.
Activation deficit (XR) Inhibition deficit (QD)

Picture naming Longer RT, often a single
semantically-related
response

Shorter RT, multiple
semantically-related
responses

Modified Category
Probe task

Impaired Unimpaired

Simon task Unimpaired Impaired
Miscue task Few miscue errors Lots of miscue errors
Word-pair Stroop
task

Helped by semantic
similarity

Hurt by semantic
similarity

Lexical
perseveration

Significantly above
chance

Marginally above chance

12 N. NOZARI



readily predict at least some overlap between acti-
vation and selection processes. The degree of such
overlap also depends on the nature of the selection
process. For example, a selection process that uses
information from the activation levels of the lexical
representations to dynamically adjust the selection cri-
terion (Nozari & Hepner, 2018) is much more likely to
overlap with activation processes compared to a selec-
tion process which triggers selection as soon as any of
the representations passes a fixed threshold.

It is important to note, however, that interactivity
and a certain degree of modularity are not mutually
exclusive. For example, the interactive model of Dell
(1986) and all its subsequent variations maintain a
globally modular two-step production process,
despite cascading and feedback between layers: first
semantic features are mapped onto lexical items,
then the selected lexical item is mapped onto pho-
nemes. This balance between modularity and interac-
tivity is necessary to explain a wide range of empirical
findings (see Dell et al., 2014 for a review). Importantly,
while the computational parameters that index these
two steps (derived from behavioral response patterns)
are uncorrelated in large samples, the neural corre-
lates of the two steps (identified by voxel-based
lesion-symptom mapping) show some overlap (Dell,
Schwartz, Nozari, Faseyitan, & Coslett, 2013). It is
thus possible to observe neural overlap for processes
that are computationally dissociable. In the context
of the current results, this means that activation and
selection are distinct but interacting processes.

Facilitatory and inhibitory effects of semantic
similarity on production

Despite being one of the most researched topics in
psycholinguistics, the exact consequences of the acti-
vation of a semantically-related competitor on target
selection under different circumstances has remained
difficult to grasp. On the one hand, there is ample evi-
dence that semantically-related competitors can inter-
fere with the production of the target (e.g., Belke,
Meyer, & Damian, 2005; Costa, Alario, & Caramazza,
2005; Howard, Nickels, Coltheart, & Cole-Virtue, 2006;
Nozari et al., 2016; Schnur, Schwartz, Brecher, &
Hodgson, 2006; 2009; Vitkovitch, Rutter, & Read,
2001; Wheeldon & Monsell, 1994). On the other
hand, there are also many reports of semantic facili-
tation (e.g., Bloem & La Heij, 2003; Bloem, van den

Boogaard, & La Heij, 2004; Finkbeiner & Caramazza,
2006; Kuipers, La Heij, & Costa, 2006; Rabovsky,
Schad, & Abdel Rahman, 2016; Roelofs, 1992; Vitko-
vitch & Tyrrell, 1999; Wheeldon & Monsell, 1994). Inter-
estingly, sometimes both effects emerge within the
same task, in which case semantic facilitation usually
precedes semantic interference. A prominent
example is the cyclic naming paradigm, where partici-
pants repeatedly name a small set of pictures pre-
sented in cycles (e.g., Belke et al., 2005; Schnur et al.,
2006). The common finding in this paradigm is a tran-
sient semantic facilitation, observed only in the first
cycle, which then switches to semantic interference
in later cycles. This brief semantic facilitation has
been attributed to spreading activation (e.g., Damian
& Als, 2005) or strategic mechanisms (e.g., Belke,
Shao, & Meyer, 2017; cf. Belke & Stielow, 2013),
although Navarrete et al. (2012, 2014) have ques-
tioned the switch of facilitation to interference by
showing that the apparent interference arises
because items in the related condition do not show
repetition priming past the first cycle, while those in
the unrelated conditions do.

Finally, Abdel Rahman and Melinger (2009) pro-
posed that semantically-related contexts tend to inter-
fere with production when a cohort of competitors are
activated, generally through mutual reinforcement
between the target (e.g., cat) and the context (e.g.,
dog) which helps activate other category cohorts
(e.g., other four-legged animals such as sheep, goat,
etc.). Such interference is absent (and may even turn
into facilitation) if the item-context combination
does not mutually activate a large cohort (e.g., cat,
milk; see also Mahon & Caramazza, 2009 for a
criticism).

The data I reported here add to these findings by
showing that the effects of semantic similarity
depend on the state of the production system.
When the target can use additional input to become
activated, activation of semantic competitors can be
helpful, because this activation propagates to the
target through semantic features shared with the
competitors. This is often the situation when neuroty-
pical individuals name a picture for the first time,
hence the semantic facilitation observed in the first
cycle of the cyclic naming task. Once the picture has
been named, however, repetition priming is often
strong enough to overshadow the little extra acti-
vation the target may receive from semantic

COGNITIVE NEUROPSYCHOLOGY 13



competitors, so the facilitation effect disappears and
the balance shifts towards mechanisms that create
interference, such as incremental learning (e.g.,
Oppenheim, Dell, & Schwartz, 2010).

In an individual with activation deficit, the normal
mechanisms of target activation are by definition
impaired. Therefore any help in activating the target
is beneficial. Consistent with this idea, XR’s performance
on reversing the names of the two pictures in the
Word-pair Stroop task actually improved when the
words were semantically related, compared to when
they were unrelated. Note that there is no reason to
assume that individuals with activation deficit are fun-
damentally immune to the mechanisms that produce
similarity-induced interference. The claim, instead, is
that the balance between facilitation and interference
effects might be different in these individuals. The situ-
ation created by the Word-pair Stroop provides an ideal
testbed for this balance: the current picture is not the
target, so the target word receives little direct input
on each trial. Yet it must be produced. This is the situ-
ation with the highest chance for any semantic infor-
mation to help activate the target. Even if the
competitor is activated along with the target, the inhibi-
tory control operations can suppress its interfering
effect. Thus the facilitation provided by the semanti-
cally-related competitor outweighs the interference it
may cause, and the net effect is facilitatory. Compare
this to the miscue task, where the actual target is pre-
sented on every trial. The semantic activation
afforded by the actual stimulus is already much stron-
ger than what can be activated through the onset of
a semantically-related competitor. Thus, even though
the semantically-related miscue could provide a slight
facilitatory effect, it is too weak compared to the
actual stimulus to trump the interference effects
caused by the activation of the competitor. Thus the
net effect here is not facilitation.

In short, in an individual with activation deficit, the
semantic facilitation is expected to outweigh semantic
interference under conditions where direct input to the
target lexical item is weak. The story is more straight-
forward for inhibition deficit: since QD did not have
trouble activating lexical items, he did not benefit
from the additional activation of the target by the
semantically-related competitors and only showed the
interference effect, which was exaggerated because
he could not suppress the semantic competitors
when necessary.

Inhibitory control in word production

Several studies have demonstrated the importance of
inhibitory control or the regions involved in imple-
menting such control in word production (see
Roelofs & Piai, 2011 for a related review). For
example, using a Picture Word Interference paradigm,
Shao, Meyer, and Roelofs (2013) showed that partici-
pants’ mean response latencies were correlated with
their inhibitory control ability as measured by the
stop-signal task (participants made a binary button-
press response on simple stimuli except when they
heard a tone which prompted them to withhold
their response). They also used delta plots to demon-
strate that participants with small mean semantic
interference effects employed selective inhibition
more effectively than did participants with larger
semantic interference effects (see also Sikora,
Roelofs, Hermans, & Knoors, 2016). On the neural
side, the link between the lateral prefrontal cortex
(LPFC) and conditions with increased activation of
semantic competitors has been demonstrated in
both fMRI and lesion studies (e.g., de Zubicaray,
Fraser, Ramajoo, & McMahon, 2017; de Zubicaray,
McMahon, & Howard, 2015; Schnur et al., 2009). Fur-
thermore, studies of verb generation have consistently
found a role for LPFC in conditions of high lexical com-
petition (Snyder, Banich, & Munakata, 2011; Thomp-
son-Schill, D’Esposito, Aguirre, & Farah, 1997; see
Nozari & Thompson-Schill, 2015 for a review). High
competition in these studies is defined as conditions
where several verbs are equally plausible for a given
noun (e.g., ball → play, kick, throw, etc.) as opposed
to conditions where one verb is more strongly associ-
ated with the noun than other verbs (e.g., scissors →
cut). Finally, Piai, Riès, and Swick (2016) found larger
interference effects from lexical distractors (compared
to neutral distractors such as a string of Xs) in the
picture naming of six individuals with left LPFC
damage than age-matched controls, showing a
causal role for LPFC in naming. However, they failed
to find a consistent effect of semantic relatedness
(semantic vs. unrelated lexical distractors) in their
patient group.

The majority of the findings discussed above point
to a role for inhibitory control (or its neural correlates)
in production, but all of those studies used paradigms
that exaggerate the activation of lexical competitors.
To my knowledge, two studies have examined the
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role of inhibitory control in picture naming in the
absence of over-activated competitors. Shao, Roelofs,
and Meyer (2012) showed that response latencies in
naming both objects and actions were correlated
with individuals’ inhibitory control ability as measured
by the stop-signal task. In another study comparing
performance on pictures with high and low name
agreement, Shao, Roelofs, Acheson, and Meyer
(2014) found longer latencies, larger N2 amplitudes
for naming pictures with low name agreement, and
a negative correlation between the slowest delta
segment and the N2 amplitude difference in naming
high- and low-name-agreement pictures. The bulk of
these arguments, however, hinges on correlational
evidence.

The results of the current study thus add an impor-
tant piece of evidence to the literature on the role of
inhibitory control in word production by showing
that a problem of inhibitory control can impair word
production even under circumstances when competi-
tors are not artificially exaggerated, i.e., a simple
picture naming task with long lags between semanti-
cally-related items. This implies that inhibitory control
has a causal role in simple word production. While the
greater damage to the ventrolateral prefrontal cortex
and parietal cortex in QD compared to XR is compati-
ble with an important role for these regions in imple-
menting inhibitory control in language production,
the current study was not designed to test neural
hypotheses. For one thing, the individuals had pre-
morbidly different dominant hemispheres for
language processing, which makes comparisons
tricky. Moreover, the extent of the damage is not
exactly the same in the two individuals. Finally, both
are chronic stroke survivors with years of speech
therapy and very good language production abilities
for the extent of their lesions, which most likely
reflects substantial neural reorganization. Future
studies in individuals with more comparable lesions
are required to achieve a better understanding of
the neural correlates of activation deficit vs. inhibition
deficit.

Is inhibitory control in language production
domain-general or domain-specific?

A common question in the cognitive control literature
is whether different domains (e.g., language proces-
sing, visual processing, motor processing, etc.) are

regulated by the same (domain-general) or different
(domain-specific) control processes. As discussed
above, QD was impaired on a range of tasks that
required inhibitory control, including the Simon task
(a spatial task) and the Word-pair Stroop task (a
language production task). Can this be taken as evi-
dence for domain-general inhibitory control?

Evidence for the domain-generality of inhibitory
control often comes from neuroimaging studies that
explore the cortical regions preferentially activated
under conditions with high inhibitory control
demands. Some studies have found overlapping
control regions across diverse tasks (e.g., January,
Trueswell, & Thompson-Schill, 2009; Thompson-Schill
et al., 1997). Other studies, however, have found dis-
tinct (e.g., Fedorenko, Behr, & Kanwisher, 2011) or par-
tially distinct (Bahlmann, Blumenfeld, & D’esposito,
2014) control regions for different tasks. The sum of
this evidence suggests that while the same general
regions are involved in implementing control across
different tasks, there are most likely subpopulations
of neurons within these regions that are specialized
for regulating performance with specific types of rep-
resentations. Significant damage to a large brain area,
as in large strokes, can therefore manifest as impaired
inhibitory control across multiple domains, without
necessarily suggesting that the exact same population
of neurons implements inhibitory control across
different tasks.

Another piece of evidence that suggests some
degree of separation between the implementation
of control in language production and other
domains comes from tests of “functional domain-gen-
erality”. Nozari and Novick (2017) defined functional
domain-generality as increased implementation of
control in one task as a function of increased
demand for control in another task. For example,
Hsu and Novick (2016) found that responding to an
incongruent (control-demanding) button-press
Stroop trial facilitated the implementation of control
in processing an ambiguous (control-demanding) sen-
tence on the next trial. Freund and Nozari (2018)
tested whether increasing inhibitory control
demands in one task (a spatial task, Exp 1; a sentence
comprehension task; Exp 2) led to better implemen-
tation of control in a subsequent word production
trial in which participant had to name a picture
while ignoring a distractor. No evidence of such
between-task transfer was found. This absence of
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cross-task transfer of control was in sharp contrast to a
robust within-task transfer of control: participants
were better able to ignore the distractor word
during picture naming after another naming trial
that required them to ignore a distractor, compared
to one that did not. This effect was robust when the
first naming trial immediately preceded the second
(Freund, Gordon, & Nozari, 2016; see also Shitova,
Roelofs, Schriefers, Bastiaansen, & Schoffelen, 2017
for the localization of the effect to lexical selection),
as well as when the two naming trials were on
average 4 and 8 s apart with an intervening spatial
or sentence comprehension trial in between them,
respectively (Freund & Nozari, 2018; Exps 1 and 2).
This robust within-task adaptation of control in the
absence of cross-task adaptation points to functional
specificity of inhibitory control in language production
(see Freund & Nozari, 2018 for a proposed learning
mechanism). The clinical implication of this functional
specificity is that the most effective way of improving
inhibitory control in language production is training
inhibitory control on a language production task, as
opposed to a task from a different domain like the
Simon task.

Perseverations

The specific interest in lexical perseverations in this
study was to test whether activation deficit or inhi-
bition deficit alone is sufficient to produce persevera-
tory responses. Both participants produced tens of
repeated responses in the large naming test. In
keeping with past reports of linguistic perseverations,
the peak of perseveration was not at lag 1, but later
(Hsiao et al., 2009; Vitkovitch, Kirby, & Tyrrell, 1996),
and it coincided with the average distance between
two semantically-related items. To ensure that the
repeated production of items indicated true perse-
veration, i.e., repeated productions that were
influenced by a prior production as opposed to mul-
tiple independent productions of the same item, the
same logic applied by McCloskey et al. (2006) was
used here. Note that while perseverations are
thought of as repeating a response from a previous
trial (i.e., what has happened after a response has
been produced), the statistical assessment of
whether perseverations occur more often than
chance or not probes the origin of a perseveratory
error (i.e., what has happened before this particular

response has been produced). This backward focus
should help with understanding the logic of the stat-
istical procedure: it is first assessed whether an
intruded response has its origin in a window within
which previous responses are likely to influence the
current trial. McCloskey et al. (2006) defined this
window as the five preceding trials for letter perse-
verations. Since lexical perseverations are known to
persist over longer lags (e.g., Vitkovitch et al., 1996),
the window in the current study was defined as all pre-
ceding trials. In the next step, one asks how likely it is
for that window to contain the origin of the intruded
response by chance. If the responses in the defined
window have no special influence on the production
of the intrusion, then that window should have no
greater likelihood of containing another instance of
the same response than the rest of the list, a prob-
ability that is determined only by the number of
times an item has been produced and the position
of the trial in the list. This probability is then compared
to the actual frequency of the perseveration origins in
the defined window to determine whether that fre-
quency exceeded chance. If so, it is reasonable to con-
clude that items were perseverated in the list at a rate
above chance, and are thus true perseverations.

Using this method, XR had significantly above
chance lexical perseverations, suggesting that an acti-
vation deficit was sufficient to produce perseverations.
This finding is in agreement with the report of Fischer-
Baum and Rapp (2012), who identified a failure-to-acti-
vate the current response as a definite origin of letter
perseverations. We can thus conclude that failing to
activate the current representation, lexical or segmen-
tal, is sufficient to generate a perseveration. QD also
showed a marginal probability of producing perse-
verations at a rate above chance. This suggests the
possibility of true perseverations in an individual
with inhibition deficit, although a definite claim in
this regard requires more solid evidence to be col-
lected in future studies.

In a recent paper in this journal, we have argued
that lexical selection depends on the state of the pro-
duction system, as well as a selection criterion (Nozari
& Hepner, 2018). The gist of this proposal is that
various situations generate different levels of conflict
(defined as the inverse of the difference in the acti-
vation of two items) between lexical representations.
Based on where the selection criterion is placed rela-
tive to the conflict distribution, the response profile
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changes: a less conservative criterion allows the most
highly-activated response to be selected even when
conflict is high, i.e., the selected response could be
very close in activation to another response. A more
conservative criterion, on the other hand, only allows
the selection of a given response if its activation is
sufficiently higher than the competing alternative(s).
In practice, the former manifests as relatively quick
but error-prone responses, whereas the latter leads
to slow but potentially more accurate responses. Cri-
terion setting is an integral part of any cognitive task
that entails explicit or implicit decision making, and
is the key to flexible task performance in correspon-
dence to task goals. As such, questions of criterion pla-
cement are always relevant to production
performance. The critical question is whether criterion
placement provides a better account of the findings
discussed here than the proposed account.

Given the above descriptions, it seems that QD has
a less conservative criterion for lexical selection than
XR. The question is, why? One possibility is that QD
has a criterion placement deficit (Anders, Riès, Van
Maanen, & Alario, 2017). There are two reasons to be
skeptical of this. (1) Analysis of individual differences
in criterion setting in metacognitive judgments—
which provide the ideal testbed for studying criterion
placement and shifts—has revealed that when
emphasis on the task goals, such as speed and accu-
racy, remains constant across tasks, criterion place-
ment is consistent across tasks within the same
individual. This means that individuals who tend to
have a conservative criterion for judgments on a lin-
guistic task also tend to have a conservative criterion
for judgment on non-linguistic tasks (Song et al.,
2011). If we attribute the difference between QD and
XR to a criterion placement deficit, then this deficit
should be consistent across domains. The data do
not support this prediction. While QD’s performance
on language tasks can be attributed to his liberal cri-
terion, his performance on the Simon task shows the
opposite pattern. His problem with the incongruent
condition manifests as significantly longer RTs com-
pared to XR and the controls, while he keeps his
error rate low, as expected from a conservative cri-
terion. Put differently, if criterion setting is the
problem, then it seems to go in opposite directions
in linguistic and non-linguistic tasks. One may try to
justify this by arguing that the problem is simply the
random placement of the criterion, but that claim is

also countered by the observation that his perform-
ance across many sessions of picture naming is
remarkably consistent and in keeping with a liberal
selection criterion. The sum total of these findings
point to a stable liberal criterion specifically in the
language production system. But is this a deficit?

1. (2) To determine that a certain criterion place-
ment is deficient, one must be able to show that
placing the criterion in a different place would have
led to better performance with respect to the task
goal. We have shown that in damaged production
systems, performance is likely to be suboptimal
regardless of where the criterion is placed (Nozari &
Hepner, 2018). The speaker with aphasia has the
choice of producing either faster and more error-
prone speech or many omissions, neither of which
are aligned with the task goal. Thus there is no
“good criterion” per se in such speakers against
which a “bad criterion” can be measured. The argu-
ment for a criterion setting problem can thus only
be made if the same individual cannot adjust their cri-
terion based on changing task goals. Otherwise, where
an individual with aphasia chooses to place their
selection criterion may reflect their personal strategy
for coping with the challenges of lexical selection in
a damaged production system, as opposed to a
deficit per se.

In summary, XR and QD are both adopting perfectly
reasonable strategies as far as criterion placement
goes. This strategy, however, does not explain other
differences between them including the difference
in their performance on the Simon task. More gener-
ally, appealing to the placement of the criterion as a
mechanistic explanation is useful in cases where per-
formance is expected to change based on changing
task goals; otherwise, pointing out differences in cri-
terion placement is simply a redescription of the
observed data patterns, with little explanatory value.
In the same vein, deficits of criterion setting can only
be established by demonstrating that speakers fail to
make adjustments to the criterion in order to better
meet the new goals.

Conclusions

The data reported in this paper show that activation
and selection are separable (albeit interacting) oper-
ations and can be selectively impaired. While in both
cases the behavioral outcome is more lexical errors,
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the underlying etiologies are different: impaired acti-
vation of lexical items (activation deficit) stems from
weak connections between sematic features and
lexical representations. Impaired selection (inhibition
deficit) stems from an impaired inhibitory control
mechanism which cannot successfully suppress the
activated competitors. Theoretically, these findings
point to a critical role for inhibitory control in lexical
selection. Clinically, the results call for more careful
evaluation of the etiology of “access deficit” on a
case by case basis, in order to devise the optimal treat-
ment plan for each individual.

Notes

1. Note that while semantic similarity increases the acti-
vation of the competitors, in systems with feedback
from lexical to semantic representations, the activation
has the greatest convergence on the target.

2. The reason for examining the effect of semantic similarity
in the reversed as opposed to straight naming was that
the two participants were fairly high-level, and made
few errors in the straight conditions (i.e., there was a
ceiling effect in accuracy). The reversed condition
increased task difficulty and allowed differences to
show up.
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Appendices

APPENDIX A
Multiview (sagittal, coronal and axial) structural MRI scans for XR and QD. Lesions are shown in native space (the images have not
been normalized). L = left, R = right.

XR (X = 116, Y = 114, Z = 157)

QD (X = 61, Y = 148, Z = 157)

Appendix B
Breakdown of response types in the large naming test for XR and QD. The 444 pictures were named twice on different occasions, and
responses are presented separately by the 1st and 2nd encounters. Each response type is described underneath the table. The
classification system is based on Dell et al. (1997a).

XR QD

Response type 1st encounter 2nd encounter 1st encounter 2nd encounter

correct 281 280 218 223
semantic 68 76 63 95
phonological 4 10 8 6
mixed 26 23 17 23
compound 3 5 3 9
unrelated 6 2 3 1
nonword 2 2 5 4
non-commission 54 46 127 83
Semantically-related 94 99 80 118
All commissions 109 118 99 138
Semantic/Commission 0.86 0.84 0.81 0.86
Sum of all responses 444 444 444 444
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1. Correct: response is the same lexical item as the target and is
pronounced correctly. Plural form were accepted as correct
responses, e.g., cat → cats. Elaborations that contained the
correct label were also accepted as correct, e.g., cat → a
lovely cat.
2. Semantic: response bears a taxonomic or thematic relation to
the target, e.g., cat → dog, or saddle → horse.
3. Phonological: target shares at least one phoneme in the same
syllabic position as in the target word, or two or more pho-
nemes in any position, e.g., cat → cap.
4. Mixed: response bears both a semantic and a phonological
relation to the target, e.g., cat → rat.
5. Compound: response replaces one of the morphemes in a
polymorphemic words, e.g., waterfall → watermelon. These
responses are coded as a separate category, since they some-
times result in semantically-related and sometimes semanti-
cally-unrelated words, but share the critical feature of
having one morpheme (often the first one) produced
correctly.

6. Unrelated: response is a word with no clear semantic or pho-
nological relation to the target, e.g., cat → pencil.
7. Nonword: response is a nonlexical item that may or may not
bear phonological resemblance to the target, e.g., cat → lat.
8. Non-commission: this error type encompasses several cat-
egories that have the common feature of never containing a
clear single-word response that can be taken as the response
to the picture. These include: omissions (no response was pro-
vided), descriptions and circumlocutions (participant makes
general or specific comments about the item without ever pro-
viding a label, e.g., cat → it walks around in my yard, or cat → I
don’t like them), and non-item-related comments (e.g., “why
can’t I remember this? It’s so simple…”).

* Since all pictures were of real-life objects, we did not encoun-
ter “visual errors” which are often a separate category of
responses in black and white line-drawings. We also avoided
using pictures that contained multiple objects in order to mini-
mize the chance of producing picture-part errors, such as a
garage with a car in it.
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